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I'm an Al assistant here to help with your questions. How can | assist you today?
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We consider to model matrix fime series based on a tensor canonical polyadic (CP)-
decomposition. Instead of
using an iterative algorithm which is the standard practice for estimating CP-decompositions, we
propose a
new and one-pass estimation procedure based on a generalized eigenanalysis constructed from
the serial
dependence structure of the underlying process. To overcome the intricacy of solving a rank-
reduced
generalized elgenequation, we propose  further refined approach which projects It into a
lowerdimensional full-ranked eigenequation, This refined method can significantly improve the
finite-sample
performance. We show that all the component coefficient vectors in the CP-decomposition can
be estimated consistently. The proposed mode! and the estmation method are also Hustrated
with both
simulated and real data, showing effective dimension-reduction in modelling and forecasting
matrix time
series,
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Pythonf{AESEER

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,
base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get 1lm response(prompt):
"""This function takes as input a prompt, which must be a

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
model="deepseek-v3",

messages=|

{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content": prompt},

15

temperature=0.0,

)

response = completion.choices[@].message.content

return response
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I'm an Al assistant here to help with your questions. How can | assist you today?
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PythonfCAL SR

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
[ key = File.read()]

Q MEZER O

client = OpgnhAI(
[ api_key = key, | =

base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get 1lm response(prompt):

"""This function takes as input a prompt, which must be a

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
model="deepseek-v3",
messages=|

{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content": prompt},

15

temperature=0.0,

)

response = completion.choices[@].message.content

return response

£ FHEREH ON API 4B

f=} Ollama Dl esssnsesesesesesesnssnsasesasesases ]
@ CherryIN ON E

OpenAl ON API itbitt

e —— on https://dashscope.aliyuncs.com/compatible-mode/v1/

https://dashscope.aliyuncs.com/compatible-mode/v1/chat/completions

Al Assistant
AN e Bk A RS
BEENGE

AREEIRE

MCP BR5588

@ deepseek-v3 | IE=HF Q ==
You are a helpful but terse Al assistant who gets straight to the point.

‘o) Cheng

MY 09/2423:20

Hello! Who are you?

Tokens: 12

& deepseek-v3 | IEZE%

09/24 23:29

I'm an Al assistant here to help with your questions. How can | assist you today?
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Pythonf{AESEER

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:

key = file.read()

client = OpenAI(

api_key = key,

[

base_url = "https://dashscope.aliyuncs.com/ccmpatible—mode/vl/]

def

n
k)

get 1lm response(prompt):
"""This function takes as input a prompt, which must be a
string enclosed in quotation marks,
and passes it to deepseek-v3 model. The function then saves
the response of the model as
a string.
completion = client.chat.completions.create(
model="deepseek-v3",
messages=|

{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content": prompt},

15

temperature=0.0,

)

response = completion.choices[@].message.content

return response
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Pythonf{AESEER

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,
base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get 1lm response(prompt):

"""This function takes as input a prompt, which must be a

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
[mode1="deepseek-v3",]
messages=|

{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content": prompt},

15

temperature=0.0,

)

response = completion.choices[@].message.content
return response
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PythonfCAL SR

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,
base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get 1lm response(prompt):

"""This function takes as input a prompt, which must be a

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
model="deepseek-v3",
messages=|

{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point."
¥
{"role": "user", "content": prometT,

1,

temperature=06.0,

)

response = completion.choices[@].message.content
return response
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Pythonf{AESEER

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,
base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get 1lm response(prompt):

"""This function takes as input a prompt, which must be a

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
model="deepseek-v3",
messages=|
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{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content": prompt},

15

temperature=0.0,

)

response = completion.choices[@].message.content

return response

ﬂ You are a helpful but terse Al assistant who gets straight to the point.

‘o) Cheng

Y 09212329
Hello! Who are you?
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I'm an Al assistant here to help with your questions. How can | assist you today?
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Pythonf{AESEER

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,
base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get_1lm_responsg(prompt)|:
"""This function tak®s as input a prompt, which must be a

tation marks,

k-v3 model. The function then saves

string enclosed in qu

and passes it to deeps
the response of the mode
a string.

completion = client.chat.completions.create(
model="deepseek-v3",

messages=|

{
"role": "system",
"content": "You are a hilpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content":|prompt|}, <G
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15

temperature=0.0,

)

response = completion.choices[@].message.content

return response
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Pythonf{AESEER

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,
base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
k)

def get 1lm response(prompt):

"""This function takes as input a prompt, which must be a

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
model="deepseek-v3",
messages=|

{
"role": "system",
"content": "You are a helpful but terse AI
assistant who gets straight to the point.",
¥

{"role": "user", "content": prompt},

15

temperature=0.0,

)

response|= completion}choices[@].message.content |«
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PythonfCAL SR

import OpenAI

with open('API-key.txt', 'r', encoding='utf-8') as file:
key = file.read()

client = OpenAI(
api_key = key,

base_url = "https://dashscope.aliyuncs.com/compatible-mode/v1l/

n
2

def get_llm_response(prompt):

string enclosed in quotation marks,

and passes it to deepseek-v3 model. The function then saves

the response of the model as

a string.

completion = client.chat.completions.create(
model="deepseek-v3",
messages=|

{
"role": "system",
"content”: "You are a helpful but terse AI
assistant who gets straight to the point.™,
s
{"role": "user", "content": prompt},
1,
temperature=0.0,
)
response = completion.choices[@].message.content

return response

"This function takes as input a prompt, which must be a
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You are a helpful but terse Al assistant who gets straight to the point.
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Hello! Who are you?
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[prompt = "Hello! Who are you?" ] -

get 11lm response(prompt)
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A EPBAIEE: Ollama

TEHE: https://ollama.com/download

Download Ollama

“ A =
macOS Linux Windows
Cloud models are now available in Ollama
Chat & build with
open models )
Download for Windows
E— Requires Windows 10 or later
Windows, and Linux



AHERE AR : Ollama

" Ollama - o x &) Ollama - o x|
D T O ¢

Hello! Who are you?

Hi! I'm DeepSeek-R1, an artificial intelligence assistant created by DeepSeek. I'm at your

service and would be delighted to assist you with any inquiries or tasks you may have.

Send a message

deepseek-r1:1.5b ~

Send a message

deepseek-r1:1.5b v




AHERE AR : Ollama

&
Q  Search models N

Cloud Embedding Vision Tools Thinking

gpt-oss
OpenAl's open-weight models designed for powerful
reasoning, agentic tasks, and versatile developer use cases.

tools  thinking cloud 20b  120b
& 27 © 5 © 4days ago

deepseek-r1

DeepSeek-R1 is a family of open reasoning models with
performance approaching that of leading models, such as O3
and Gemini 2.5 Pro.

tools thinking 15b 7b 8 14b 32b 70b 671b
& 631M  © 35 O 2months ago

gemmas3
The current, most capable model that runs on a single GPU.

vision 270m 1b 4b 12b 27b
4 179M © 26 O 1 month ago

embeddinggemma
EmbeddingGemma is a 300M parameter embedding model
from Google.
embedding  300m
L 40K O 5 O 2weeksago

gwen3

Qwen3 is the latest generation of large language models in
Qwen series, offering a comprehensive suite of dense and
mixture-of-experts (MoE) models.

tools thinking 06b 17b 4b 8 14b 30b 32b  235b

L 87M  © 56 O 1 monthago

&

deepseek-r1

ollama run deepseek-r1

& 63.1M O 2 months ago

DeepSeek-R1 is a family of open reasoning models with
performance approaching that of leading models, such as O3
and Gemini 2.5 Pro.

tools  thinking 150 7b 8b 14b 32b 70b  671b

Models View all —

35 models

deepseek-r1:latest
5.2GB - 128K context window - Text - 3 months ago

deepseek-r1:1.5b
1.1GB - 128K context window - Text - 3 months ago

deepseek-r1:7b
4.7GB - 128K context window - Text - 3 months ago

deepseek-r1:8b [ latest )
5.2GB - 128K context window - Text - 3 months ago

deepseek-r1:14b
9.0GB - 128K context window - Text - 3 months ago

deepseek-r1:32b
20GB - 128K context window - Text - 3 months ago

deepseek-r1:70b
43GB - 128K context window - Text - 3 months ago

deepseek-r1:671b
404GB - 160K context window - Text - 2 months ago

&

qwen3

ollama run gwen3

& 87M  © 1 month ago

Qwen3 is the latest generation of large language models in
Quwen series, offering a comprehensive suite of dense and
mixture-of-experts (MoE) models.

tools  thinking 06b 17b 4b 8b 14b  30b 32b  235b
Models View all =
56 models

qwen3:latest
5.2GB - 40K context window - Text - 3 months ago

qwen3:0.6b
523MB - 40K context window - Text - 3 months ago

qwen3:1.7b
1.4GB - 40K context window - Text - 3 months ago

qwen3:4b
2.5GB - 256K context window - Text - 1 month ago

qwen3:8b [ latest )
5.2GB - 40K context window - Text - 3 months ago

qwen3:14b
9.3GB - 40K context window - Text - 3 months ago

qwen3:30b
19GB - 256K context window - Text - 1 month ago

qwen3:32b
20GB - 40K context window - Text - 3 months ago

qwen3:235b
142GB - 256K context window - Text - 1 month ago
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- . i) n—— x
['XWIHdOWS%\, Ljs]ﬁl] . =T
> Win + R ST BT WIAE Windows SIRIBIRRFARIERR, TR, i

o = 2 4L Internet FiE,
> A\ emd BFE, FTHRSITED

FIFF(Q): d »
> A Ollama run qwen3:1.7b FHQ: | cm
v BRI T Egwen3:1.7biEE! .
s B AL (B)...

v MEER. B EE |

CAWINDOWS\system32\cmd. X +

C:\Users\dmiby>ollama run qwen3:1.7b

pulling manifest
pulling 3dob79053ufe: 8% [ | 115 MB/1.4 GB 11 MB/s 1m52s|
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= C\WINDOWS\system32\cmd.. X aF v

C:\Users\dmiby>ollama run qwen3:1.7b

>>> Hello! Who are you?

Thinking. ..

Okay, the user asked, "Hello! Who are you?" So I need to respond in a friendly and informative way.

First, I should greet them back. Maybe start with "Hello!" to keep it consistent. Then, introduce myself as an AI
assistant. Mention that I'm here to help with various tasks like answering questions, providing information, and
assisting with tasks.

I should highlight my capabilities, like understanding natural language, helping with different subjects, and
supporting various activities. Also, mention that I'm here to help and encourage them to ask questions.

Make sure the tone is friendly and approachable. Avoid technical jargon. Keep it simple and conversational. Maybe
add an emoji to keep it light, like @.

Check for any possible misunderstandings. Ensure the response is clear and not too long. Summarize key points
without being overwhelming. End with a prompt to ask questions so the user feels encouraged to interact.
.. .done thinking.

Hello! @ I'm an AI assistant designed to help with various tasks and answer questions. I can understand and
respond in multiple languages, and I'm here to support you in any way I can. Whether you need help with homework,
creative ideas, or general knowledge, feel free to ask! Let me know how I can assist you today. #

>>> [Send a message (/? for help)
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]

@ qwen3:1.7b | Ollama Q

[:

RyF, FREVABDTF. (RALZZIFFRIRIRIIR

Cheng
N

Hello! Who are you?

qwen3:1.7b | Ollama

Hello! I'm a large language model developed by Alibaba Cloud. | can help with various tasks, such as answering
questions, writing texts, coding, and more. How can | assist you today?

D S @ % ¥ 0
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